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, ; .-,anterpret noun phrases. This paper describes a' set of programp
g e

. , .

''c' called NGP (Noun Group Processor) which is an integral part of

0

Analy9ng English Noun'Groups

for their Conceptual Content
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. Department-of Computer ,Science

Yale University
. New- Haven, Connecticut. 06520

01.

Abstract .

SCOPE OF INTEREST NOTICE

The ERIC Facility has assigned
this document
to.,

In our judgement. thn document
n also of interest to the clearing-
houses noted to the right. Index-
ing should reflect their special
coots of view.

e

An expectation-based systemiiNGP, for parsing English noun.
groups into the Conceptual Dependency representation is
described. .The system- is a. :part of ELI (English Langu4g
Interpreter) which is used as the front end'to,several natural
language4understanding.systes and is capable of handling' a wide
range,oetsentences of considerable complexity. NGP processes the
input from left to' right, one word at a time, using 'linguistic,
and world 'knowledge to find the .meaning of a noun group., .

Dictionary entries for individual words contain much of the
program's knowledge.. In 'addition,. a limited ability for the-
handlihg of slightly-incorreCt sentences-and unknown words' is
incorporated_-' b

A

(6( °

O. Introduction :

. Every patvral language processor has to have the ability to
- .

V EL, the English Language Interpreter (Riesbe'ck and Schank 1976), .: .. 4 . .*.
, ,

. .V. which serves as he front end to three' of the Yale natural
` ,

:language understanding systems, skfM,' IJAM and WEIS. SAM is a '

systdm capable of understadding stories such a5 various newspaper
, , ,......

,

i
1, Tepor,tI by using scripts (Schank ,and Abelson 1.975i' 1977;

,

Cullingford 19'75, 1977). PAM is an undestandiug system whth
* \

.:-
s
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uses generalgeneral knowledge about peoples' goals and plans (WI nsky

1976)., .WEIS.is a system which, understands and classifiet\a great

_variety of isolated newspaper headlines on international

relations. 'Thus, our task was to process not only noun phrases
'

of considetable ccmplexiby but also to tinterpret newspaper .

'headlines, which are not always ,gramma4tiOally correct. The

folloWing two examples illustrated the kind oA sentences our,

'system is able to handle.

1. A CONNECTICUT MAN, JOHN DoE, AGE 23, OF 342 COLLEGE AVEN -UE,

NEW HAVEN WAS: PRONOUNCED' DEAD AT THE SCENE BY DR. DANA

BLAUCHARD, MEDICAL EXAMINER.

2. FUNERAL OF INDIA'S SHASTRI ATTENDED,BY USSR, KOSYGIN AND USA

HUMPHREY.
. 1 ..X,/t ...

...... e.,,Z

.°/ ) .
.

,To process 8ukh.a.large s.cope of sentences the program makes:
. . .

extensive .use of. its knowledge of the problem domain and theN,

I ..

/
an

,
/ redundcy of natural language expressions.:' This', saves, effort

. ct,, , ,.

and pem Iits correct processing of such irregularities of nput 4

. 4. 1 {texts as missing ccmms and articles', or slightly_ incorrect word
1 At

* ..Alt,
order.) It also provides for

,

the ability
,
to ignore unknown word's

or (in some ises) to make, plausible interpretations of :unknown
, d ,

words. s knowledge 'is kept in the dictionary.. 'The trol
- ..

;
.

mechanisms remain &main independent.
%.

-". ' a 4 ..... : '

( ' a

NGP is a production-like syteal whiCh uses, eipectatiorrp as
t

'

. .
.

,.

its . basic control mechanism. %." The Iproblem With every.:
"'" .

e ( 4 ,
fiery

. _ .
.

.

production -like system is the tendency for' the accumulation of , a /-
. . ,.

,
.

.

.

large nlimber, of expectations Fighting !:).r° a' ciiance to., be ',,,r-
,:

,

. 0.....°"... .
a .
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tested.In this work I have tried to develop .a theory Of-\ ow

various expectatrOns_ are organized, and processed, which,

47,

believe, is in fact a ,theory of how people process natural
\

langu4e. The basi.o guiding principle for this ,theory was its,
,

,

intuitive plausibility.

*41

1. NoLn Group Semantics
(

We differentia'te'four classes of noun groups according t

the conceptual structures they gen ate.
X

I. PP - Pictur'e Producers.

,1

2, CTP.- Concept Producers

-3. TD - Time Descriptors

. 4/S0- State Descriptors

1.1Piature Pkoducers

rPP's are defined by Schenk (Schank 1975)-4s concepts which.
, .

tend to produce pictures of reagl. world items in/the:mind of a
-/

hearer. Fc example;

(1) A BIC RED APPLE

S.

1

is a Picture Producing noun group. T.o un erstand% Auch an S item,

'means to identify the structure in the memory w ich co'responds.
,

to this-item if such structure iSts 'or eate on

according, to some frame. This i. dope in two stages. ..In the^ .4

first ,stage, we analyze the 'input phrase and it into an
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expression in Conceptual Dependenoy '(Schank 1972, 1973, 1975),
, '

. This expression Should, preserve in a language independent form
..) . : ,

all the information contained in the surface' phrase.' ThuS .(1)

7

will' generate r.

(#13H-YSOBJ TYPE (APPLE) COLOR (i), SIZE (y) DETERM (INDEF)),,

"where x and y are point's on the color and .size scales. In the,
,

.

. second stage," we identify :theCD expression wieh'the existing
. . . .. ..

memory structures by perforMing'the necessary memory" search. and 2(....__
.

f atifre, matching.

' A

A CD expression for an consists of a he'ader followed by

,property list. The header, is similar to's supe,rset pointer in

.

hierarchically oxconized memory systems. It paints to a frame 'of

operties that the PP is expected t0 have. The property lists

ex licitly, given 'in the CD eXpresion must. be cdmpatible .wi.61

this frame. Thus, a (#PERSON) is expected to have FIRSTNAME,

LASTNAME, RESIDENCE,.. etc: bdt a ( #PHYSOBJ) is not. 11,
a

properties not included in the frame must be speci i d by a REL

,clause. FOr example,

.

(2) JOHN DOE; THE PASSENGER OF THE CAR

4
-is represented by

f* r

(DERSON FISTNAME (JO)3N) LASTNAME (DOE)

RBI,'(('<=>,-($DRIVE NssENGER MODFOCUS)))) ,

M4DFOCUS is a .back .pointer tb the focus '.of :the REL

". . modifier, i.. to.(#PERSON ...)

-.
wee. ., - .

o

1
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SAM's memory program accepts 7 gefipral Oasses of PP's:'

#PERSON, #PHYSOBJ, A-#ORGANIZATION4. *LOCALE; #ROAD, #GROUP, and .

#POLITY, which'clan be illustrated by the'folowing

(3) JOHN
,

(4) ABLE

.(5) NAVY'

= (#PERSON FIRSTNAME (JOHN))

= (#PHYSOBIJ TYPE (*TABLE*))

= (#ORGANIZATION BRANCH (NAVY))

'(6) 593F0X2N RD. = (4LPCALE STREETNtJMBER ?593) .

(7) ROUTE 69

STREETNAME (FOXON1.

STREETTYPE (ROAD))

= (#ROAD ROADNUMBp (69)

ROADTYPE (HIGHWAY))

(8) JOHN AND MARY = ( #GROUP

*

MEMBER (#PERSON FIRSTNAME (JOHN))

, MEMBER (#PERSON FIRSTNAME (MARY)))
.410

(9) USA = l#POLITY TYPE.(COUNTRY) NAME (USA).)
4

1.2 Concept producers

(1?

Very .often noun groups do not describe any real world items.
- . .

Consider the followinil sentence:

(12) JOHN VOTED IN THE 1976 PRESIDENTIAL ELECTION.

'THE' 1976 PRESIDENTIAL 'ELECTION apes Trot produce a "single'

"picture" in the 'mind Qf the hfarer. Rather, ft.points:toii'

complicated concept involving the. names of the candidates,

vbtet tegistrationetev--Mhe-kn ledggA9.9.1130OW...

"elections is normally organized in a scrip, -li form, The, verb

VOTED specifies the role John. played in the election script. ./

A.

1
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Thus, the meaning of (12) is the invocation of the election
, .

, script and the instantiation of the script roles. The .CD

representation of THE 1976 PRESIDENTIAL ELECTION produced, by the

parser looks- as foliowv

($51,ECTION TYPE (PRESIDENTIAL) TIME (1976), REF (DEF)),

where $ELECTION.is a script name and TYPE and TIME arej script

parameters. This output is 4:fterpreted by the Script Applier.."

All script'names and parameters' which appear' in the CD expression

uSt be recognizable by the Script Applier.

1.3 Time Descriptors

-This hype of noun group can be illustrated by the following

exampT 0

(13) LAST YEAR WAS BAD FOR JOHN.

t

Sentence (13) means,that\csomething unspecified happened which.

made John unhappy and that this event (or events) occurred during

last year. LAST: YEAR does not generate a separate concept .but

enters as a time modifier into another concept. Other examples.
-

of Time Descriptors are: YESTERDAY, MONDAY MORNING, TAE, WHOLE

DAY, etc.

1.4 State Descriptors

e

Noun 'groups of this class produce assertions about the
00.,0,04.0,00,00,00 ::/ls

states of PP's. For. example, theAmeaning of.

THE BEAUTY OF .THE PLACE (strtick.John

a.
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is "THE cpLACE IS VERY HIGH ON SOME AESTHETIC SCALE", or, in
$ $

CD form:.

4

[(ACTOR (, #LOCALE REF (DEF)) IS (*AESTHETIC-SCALE* VAL -(I0))

Phrase (14) ,is an assertion of a fact about the place rather than

a PP with a modifier as in

P

(15) (I saw) A BEAUTIFUL PLACE,

. '..

which' can be 'represented in CD form as .

(#LOCALE .. 4
... . ,

1 .

4004 .

v

REL. ((ACTOR MODFOCUS IS (*AESTHETIC-SCALE* VAL (l())-))1

REFs(INLDEF)),

I
i.e. ',a Place 4.ch is very high on somejaesthetic scale.

g>

2: Basic Noun- Group Parser

goal and the general' methods of the Noun Group Parser

(NGP) are identical to the rest of ELI, i'.e. 'the goal of NGP is

MR
the extraction of the conceptualizations that underlie the input.

./.1No.

Expectations are its basic mechanisma_ of operatiori% (S e.

Riesbeck and Schank 1976). Rowever..,the control structure a
w

the order in wh the vxpeCtations are stored and tested in NGP

are very diferen from those of .ELI. rTo pi,:teitbriefly, in' LI

all the expectations are placed in One. pool, and are tested-------:L.,

whenever new word or concept is considered. NGP takes
4;

advantage of the relatively 'rig]. ruot...,_of English .......
-,---'

'-gpoupstoseleckarlijordersuitabreexpectetiOnsiat.each point of

the process* The program exaftes theirds of the input string
..N.

L. .
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from left to right. The bisic loop of the, analyzer consists

two steps:

1. The dictionary definition of the current word is -goaded- into

the active memory.

2.4Relevant expectations: 'a.lre' selected and tested. If an

.expectation is satisfied, the actions assbciated with it are .

a

executed.

This basic loop is similar to the'monitoringl control program of

ELI or any other production-like system. The differenCe is in

the selection and ordering of expectations. -This. process is

rather compidcated and I will try to describe it systematically

and in increasing* greater detail throughout the rest of the )

paper. I ill begin by presenting the analysis of a simple

eiamPl

44 (1) LARGE CHNESE RESTAURANT

NGP sees4he word LARGE.
6.

The dictionary definition of

LARGE -is a program which can test the enviroximent when LARGE is

brought into the- active memory arid build the initial SEMANTIC

NODE he

---pragramt-arethes-constrdCtiltid sites where various garts' of the
.

futures CD expression -are being'assembled, The node for ARGE,
-

.say NGP1, has.. an expectatibn attachedito it which says "if _thte .

.,p-dpext semantic node is an 'idan then attach modifier

NGP1 is saved in a

10

k called, MODLIST.
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'The'word CHINOE builds the semantic' node NGP2, whose

SEMANTI4 VALUE' is'(*CHINA*) ana which has an expectatiOn saying

"ifhe next semantic node is a #PHYSOBJ then attach the modifier

MADEIN (*CHINA*) to it, if it is a #PUSON.or arOORGANIz'ATION:

then attach the modifier PARTOFJ*CHIIIA*) to 'it. ' ,Having .done ,

.this,' the ,moriitor checks' the expectation attached to NGP1. It
I

fail anddaP2!Pil placed obi the top, of- 110DLIST;

Next comes the word RESTAURANT. It builds the,semantic node

'NGP3 whose semantic value is, (#0R6ANIZATION ,OCCUPATION

(RESTAURANT)) and-which has an expeCatioh: "if the :PREVIOUS

semantic -node can be a restaurant type then attach it to the
,-

outr.ent node"; Now the monitor goes i4ito the expectation,testing

mode of operation. It sees two sets of.expectations::I'hose

attached to NGP2 looking "forward" at NGP3 and those attached to

NGP3 looking "backyiare'at NGP2. (-Expectations attaChed to NGP1

are not consideeed because NGPl is hidden by' NGP2.'
o
First,, the -

-.0

monitor tests those ,expectations of the current mode which loolc
..N,

"backw4rd" (called BACKWARD in the-Prograr9.', If there. are no -
.. .

.

such expectations, or if all Of them fail, the monitor tests-the

li:forwird", expectations (called .FORWARD in .the program) attached

to the previous semantic node; . If an expectation is satisfied,

. the stack is popped :and the process 4 repeated 'until no

expectations are satisfied. Intuitively, MiDLIST -containsthose

'modifiers which_ have not ,yet been attached; The' current node;

which is kept in NGAP,' is the focus of assembling activities at

each step. In our example (*CHINA*) can be a, restaurant type,

.the. expectation is satisfied, the value of NGP3 is modified, and

4
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.. . P.. - ...

NG-P2 is remmied, `from 1.6DLIST. The following diagram illustrates
,

. .

the transition:

BEFORE: MODLIST ` =, NGP2, NGP1

NGAp = NGP3

NGP3 ='(#ORGANIZATIQNOCCUPATION-(RESTAURANT))

AFTEI6, MODLIST = NGF1

NGAP = NGP3 4

NGP3 = (ORG4NIZATION,OCCUPATIONARS

TYPE (*CHINA*))

RANT) '. .

0

Now the monitor sees NGP1 on the top o1 the stack. ,Since )4GP3

;does not have any BACKWARD expectations' left, the FORWARD
1 .

eipeceationof is4tested. Note that' at .this point, 'NGP3

does not correspond to any particular-word, but rep:resentO,the

clant)ined meaning of CHINESE RESTAURANT.' LARGE can be\%attached to
A

'

_ NGP3 and the resulting' structure, is:

MODLIST = EMPTY

NGAP = NGP3
-",'"

NGP3 = (ORGANIZATION OCCUPATION ,(RESTAURANT) =
4

,

TYPE ( *CHINA *)

-SIZE (x))
-

o

o

IV A
So fari we have ,introduced the. following concepts:

SEMANTIC NODES - are-thenuclei around which all construction

activities are done. The 'value' of a semantic node is ,a
...,

.
.

piece- of conceptual .6eructute which might be used In

assembling the CD expression' for the whole noun group- .

BACKWARD and ;FORWARD 7. am the two groups of expectations'.

attached to a semantic
. -

,

12

.10
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NGAP,- holds the current semantic node.

MODLIST - is a stack which holds all previous semantic

Page II
,

0

nodes.

The basic control algorithm of NGP, which was informally

described with, the help of the above example; now cap be'stated

in mare precise. terms:

STEP1 Read ;new word. Execute its definition an put .the

resulting semantic node in NGAP.

STEP2 rf MODLIST-is empty then go to'STEP7. else.go STE'PY:
.1

..STEP3 If NGAP does not have .any BACKWARD expeCt ion .go to

STEPS, otherwise goto STEP4.,

STEP4' Evaluate BACKWARD expectations of NGAP. In ase of faillird,
0

go to.STEP5, otherwise pop the stack and go to''STEP2.
r

'-- STEPS If the semantic node on the top of riquis dces. not have .

i
...

any',FORWARD expectations then go to SIT 7, otherWisegb to
.

?.,--.STEP6:
,' . , / ,

, . ---,,
STEP6 Evaluate

.

FORWARD expectations. In case of failure go to
,

.STEP7, otherwise Pop the stack and go to STEP2.
fib

BTEP7 PUi 'the content oi:NGAP (current semantic. node) on MODLIST

and go to'STEP1.

The underlyina aesumptions of this.'algorithm'are:

-1i) People 'read noun groups from left to right

(b).people do not Paasivel.raccumulate words until they decide

that they have reached the:head noun.. Instead, they make

decisions about the interpretations and combinations of words

has soon as it beComes possible .(i.e. as soon as an

expectation is satisfied). Thus,, -in a Thi.aee'MEAT SHOP
,

OWNER, MEAT SHOP is interpreted before:OWNER is'read.

13
I
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(C) Expectatidn attached' to words Which come later in the phrase

A usually are stronger thanthose of preceding words. In the

sequence of words of' a simplq noun group (like FEARLESS

CHINESE SOLDIER) words on' the, left are 'usually modifiers of
e

.sane woel on the right. A Modifier .normally ha's 'FORWARD

expectations for a fairly large class of items it can modify.

On the other hand,, it is relatively seldom that a word is

looking for a particular.modifier 'on its left. In general,

the more specifi the expectation is, the higher priority it

should ,have. This' is what. happened in our example with

CHINESE RESTAURANT.

SoAfar, I have 'carefully avoided one very important problem.

My basic,control algorithm does not hay.e a STOP statement. Where

doesfa noun group end? This problem is discussed in the next

section.

3. ,The Problem of BoUndaries

The problem that any noun group proCessor has to solve.
the problem{ of boundaries. Where'does a 'noun group end?' In most

cases the answer to this question it quite simple:
, thing's' like

verbs, commas, -prepositions, and articles terminate most' noun

groups. In. practice, houyer, none of these indiCators is very

reliable., Consider the following example that NGP had to deal.

(1)THE U.S. FORCES FIGHT IN VIETNAM IS HOPELESS.

14



Page 13
4

This example illustrates the' difficulties arising from the

ambiguity' of the part' of speech classification of the Wards

FORCES and.FIGBT. When the context does not provide an -earky
.40

disambiguation we' have td make ,a guess and then later correct, it
;

if'.necessary. As a first guess, NGP collects -the maximum number

of elements into a noun gro6p. Thus it includes both FORCES and

/-'FIbHT rather than stopoit after THE U.S.

(2) BILL, JOHN, AND MARY LEFT.

(3) BILL KICKED JOHN,' AND. MARY KICKED BILL.

.

JOHN, AND MARY in the second example constitute-One

semantic unit - 4;

VGROF MEMBER:UPERSON.PIRSTNAME (BILL))c 4

MEMBER (#PERSON FIRSTNAME (JOHN))

MEMBER (SPERSON tIRSTNAME (,MARY)))

But is it reasonable to consider this phrase as a single noun

.group
r
nm. the surfacg level? Example (3) show'S that JOHN, AND

NARY might be different groups. Expectation external to the noun

grodp, mist' decide whether these three words can be clustered ih'

A. one group, The swim is true for example6 (4) and -(5)4 where the

phrase dN THE TRAY may or may not be attached to ttle';noun phrase-
,

THE GLASS.

D -
(4) JOIN SAW ,THE GLASS 0.M TRAY;

*

(5) JOHN PUT THE GLASS ON THE TRAY.

,

dh the other hand, the preposition OF in the phrase OF STATE "in

15
Is

1
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example (6)

(6) U.S. ASSISTANT SECRETARY OF SATE MARSHALL GREEN

is' predicted by the noun SECRETARY, and can be interpreted by the

noun group processor without, outside help. This brings in the

following principle of noun' group processing:

ANY UNEXPECTED WORD' WHICH IS INCOMPATIBLE-WITH THE CIIRRENT

NOUU,GROWTERM-INATES THE GROUP ON THE PRECEDING WORD.
. 4

Control is' returned tothe9h,her level routine Which called the

noun group' and Which decides how, the group will be used.. It

_might be attached to A preceding noun group or used otherwise.

.

Semantically, a phrase like

(7) A RECENT YALE GRADUATE, J.IM MEEHAN, ASSISTANT PROFESSOR

OF COMPUTER SCIENCE Al UCI (was awa d ...)

is one PP and, therefore, should co sidered one nOun. Troup.

Fran the processing point of vie we need a more restricted

defin of SURFACE noun groups.° SURFACE NOUN GROUP (or,

simply, noun group) is a string o' which can be processed,

by NGP without relinquishing contr.& to the higher processor.

What are the rules of compatibility which determine he

boundaries of a surface noun group? All semantic nodes that can

be. used hi- a noun grOdp must belong to- one of the foll6Wing

classes: ADJECTIVE, ADVERB, NOUN, TITLE, NAME, NUMBER,.DETERM,
%

and BOGUS'. (This information is stored on the node under the

prOperty' MARKER). Class BOGUS is,reserved for unknown words, and



- Page 15'

will be dismissed later. Class TITLE , contains all the words

whiph can 14e. followed 6,by a name: professor, doctor, 'patrolman,
,1,presidenE, etc. ',The 'noun group is processed from le-ft to right .

as long as the 4-allowing conditions are satisfied:,,
(1) Each word which is not specifically expected must belong to

one *oethe classes mentioned above.

(2) No word can precede. a DETER/4.

(3) ADJECTIVES, ADVERB8, and NUMBERS cannot be preceded by either
Vs

NQUNS, TITLES; or NAMES. ,

e.

'(40 TITLES and- NOUNS cannot be preceded by a NAME.
i.

(5) A NAME cannot be imntediately pre-ceded by a tt3UN.
'W. 4

(6) At NAME cannot be pr 'ceded, by a DETERM.
. l'' . .-

For 'example, ,phrase 7) 'will be processed as four separate noun ,

.0

groups:

(a) A: RECENT 'YALE GRADUATE-, ends with a comma, .but even if this
*.

canta were missing, the phrase would have,beep terminated at

the same place by NAME, using rul-es455 and 6

(b) JIM M'EEHAN- ends with a comma

(c) 27 - special case of a noun group - an age group
ASSIISTAI4T PROFESSOR OE' COMPUTER SCI,ENCE AT UCI ends, with
WAS whi. r is a verb

Noun groups or,-computE? SCIENCE and -AT UCI are processed : without
. leaving NGP since the word PROFESSOR sets up expectations for

them.

"Rules- (1) - (6) are much looser than the usual syntactic
.

rules for noun groups (see, for example, Winograd 1972) . But our.
goal ids not the rejection .of syntactically incorrect. sentences.

17 I
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theyVie introduce restrictions- only where ey help, where their

1 ,

Page L6

3

absence creates disanibigpation Or processing difficulties.

The other Aistiridtive 'featUre,,of our fuleS is that-they- are'.
generated dynamically and can" be ,changed . by actions of any
expectatidn. Thi is how, for example, possesiN:7es are handled:

(8) POLICE CHIEF'S NEW .CAR'

NGP1:

"O.

the node for'POLICE CHIEF is build:

;
VALUE =(#PERSViNCCUPATION

a MARKER-, TITLE-

Then. th program sees--; the ,:poSsessi-on mark which satisfies a
'°

- special default expectation. The adtion of this expectation.
4

transforms NGP1 into: ,

-.

\ . cNGP1:

. VAL = (#PER4ON OCCUPATION (POLIOC-CHIEF))'

MARK O, =1-AOJEC%IVE

c,FORWARD '= ,"If the next node is

the value of NGP1\.,

(POLICE-zCHIEF)jr"

#PHYSOBI then make it -POSSBY

:e. by -(#PERSON OCCUPATION

4. iPutting .p-ieces Together .

f

,

In the pre.viouS secti..0 I ,descted a the basic \noun group
V-4-1

;c

processor. Coiplex ?pun grOups are oken into simpler .phraSes
which are processed;ieparately. Sepa.rately, however, does nod
mean independently. The previously built part of the noun g rOup

18
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Page 17

r- can affect the analysis of the remaining' parts. In this .section

I wili.deecribe the mechanism of this interaction and how various

parts of a noun group are puttogether.

In accordance with our general principles, this process is

driven by a hierarchically organqzed set of expectations. .There

are two kinds of expectatiOns: (1) those dynamically generated

by the input and (2) defadltexpectations supplied by, the control,

mechanism. These default expectations are .designed to catch such

unexpected ,things as appositivee, :addresses, age groups, etc.

For example, when we hear CONNEtTICUT MAN in

4(1) tThe award,was,given to) A CONNECTICUT MAN; JOHN DOE,
. ,

AGE 23, OF '234 COLLEGE AVENUE, NEWHAVEN.

`-.4Y-

we do not necessarily immediately expect. to hear his name, age,
/ .

and address,' 'although' we' know that as a,person he has these

,characteristics. These 'arp secondary, default expectations which
.

. 4
are tested only( if other, explicit a 3ectations fail. In the

above example the processing goes as f logs : i

'First, A CONNECTICUT MANds collected, generatng:,;,,

(2) (#PERSON GENDER (MALE)

RESIDENCE (#LOCALE STATE (*CONN*)))'

At this point, control returns to ELI which teste, the

expectations which' were pending before we reached this phrase.

One of these expectati s le eatiefied and its 'attion puts

structure (2) ,kpto the waiting slot in a larger frame:
1

19



HACTOR.(NIN, .-->.(*ATRANS*).0B3gCT (*AWARD*)

TO (4iERSON GENDER (MALE)

-RESIDENCE (#LOCALE STATE ( *CORN *)))

Page 18-

di

The,sIot tfiat ,(2):filled is remembered in the variable called

LASTSG:'
/

: Then comes JOHN DOE. No explicit expectatiC ake
.

. .

'datisfied. The monitor goes to a special mode called TRAP'. RAP'..

.

. .

checks- whether LASTNG was a person and, if soy; checks the default
. .

.

expectations about .a person. The NAM expectation is satisfied

and the --specialize& action which collects personal names

, execute` As a result name modifiers are attached to the male,

Connecticut4,residen:

PERSON ENDER:: (MALE) a

RESIDENCE, (#LOCALE STATE (4CONN*))

FIRSTNAME (JOHN) LASTNAME (DOE))

After this, cOntroa,goes back to the top level processor. This
reads the next %ford, "27". Again, no expectations are

o

immediately satisfied and the .monitor traps. Into the secondary

expectations. The AGE expect&tion is satisfisa and' the .

specialized action which collects AGE specification groups 'is

executed'. .The result 'is an .AGE mITiSr which is attached to
,.'

\
.1. .

,f, ,

-John. OF 234 tquzGE AVENUE also goes to TRAP, which\ calls the
4 .

addresd group prpcessor. The' final result is: '

hry

(#PERSON GENDER, MALE)

RESIDENCE (#LOLLE.STATE (*CONN*)

STREETNUMBER (234)

461!14;

20
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STREETNAME (COLLEGE'AVENDE') ).%
A

FIRSTNAME (JOHN) LASTNAME (DOE))

° I,
2 The following example. illu.sttates 'a slightly different

Problem:,

(3) LOUIS:CAPPIELLO, YALE POLICE CHIEF.

4 In order. to figure out that being a YALE POLICE CHIEF is' LOUIS,

C PPiEtLO's Occupati0nftWe first have- to collect' both- noun gryiups.
,-

This is do be with the help of another secondary expectation
4

called EXTRA-NOtiNGR trap. LOUIS'dAPPIELLO,generates:
. ,-" ,

(#PER4ON FIRSTNAME (14;Ig) LASTNAME-tekRPIELLO))
.

F .

YALE POLICE CHIEF generates:

(#P.ERsN OCCUPATION YALE - POLICE -CHIEF

.

Then another secondary expectaton tests to see if LASTNG,- 141'nd:

1eza,

EXTRANG could be /the same thing. If so, the two.groups-ara
. , ;, ..,

. .
, . i

-Merged. .

,

Appositives can be arbitrarily comPlex4-, from simple name
.

. . .. . i
groups to complicatedprepOsitional phrases and relative.clauses.--/ ''

. .7
,

Very rarely are they explicItly'expected. They are handled. by

the secondarysecondary expectations based on the general properties of o

things and. the knowledge about the ways these things- can be

expressed in .English. TRAP represents an .Attempt to Implement
,

the Mechanism controlling the - interaction betweep these
, .

expectations.

4
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'TRAP is still in the experime'nta'l stage of dev.elopment. Its

flow of ' control is rather/ 'compleA. In general, first, it'tries

to fineand test eXpeptations atout generaf- properties' ;ft the

item in LA$TNG,- For example, fora pbrson,it tries to collect

special modifiers such as .name, age', And address. .:If all these
.

expectations' fail, TRAP checks forMposs'ible" appositives such as-

simple EXTRA noun groups , prepositiOnal pl-tras4'p or relative.
..

subclauses. If one of these :appositilies'is collected, TRAP first
_, --,-)

checks theexpliOlt expectations which may have been pending (foi
p

xample, a WHICH-clause might' want ,to .be attached to a
4

particular
t.,

. , .. 4
Ilysical object) and '-t -lien .checks the secondary expectations

---,
,

allin This time, it may catch some prOpertieswhich it missed.
. ,

. tWAirst time because they were encoded-in a sore cbMplicated
....hp,

.

form. In ,,order to clarify this esctiption let us
vit

follow a few
..

1

more examples:

( 3 ) JCiiiti,frteE OF GENERAL ,MOTORS

...........1.,,

A

'Ol e
The subgroup OF GENERAD MOTORS is caught by TkAP's prepositiondl

°

phra diiiectation. Since there are no spebificeekpe.ctations

w h can link JOHN ,DOE and GENERAL MOTORS', °the default one,
.

-attached to OF is checked. Its action links _the two groups as

follows:

(#PERSON FIRS NAME- (JOHN) LA;TNAE (DOE)

SOMEREL (#ORGANIZATION *NAME (GENERAL-MOTORS)))

.

SOMEREL. means that we do not really know the- exact nature of the

relationis between JOHN, DOE and GENERAL MOTORS.

O

4



In the following example
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(4) US NAVY TASK FORCE WHICH HAS ZEEN ON .PATROLbUTT IN THE

INDIAN OCEAN (left the area).

the WHICH Clause is collectedaby TRAP's subclause expectation and

is attached to US NAVY. TASK FORCE by an eXpectAiOn associated

with WHICH.- The result is:4
1\

.(11GR-04G.PARTOF (401ANIZATION'B1 ANCH (NAVY)
,

PARTOF ( *USA *)),

REL ( ACTOR -MbDPOCUS
.

<=> ($PATROL PLACE (*INDIAN-OCEAN *)))))`

Subclause processing represents a difficult problem on its

own. The problem, of subclause boundaries,' for example, is as

complex as that of noun
.

solving Lthe!lanL .
v."

philosophy as for noun groups boundaries f the current subclause

is finished when the next word is

expect4pions from that subclause.
i

not expecte4' by any

The traditional stumbling. block of all parsers '- AND
4

conjunction - is also handled by a series.of 'Time expectations.
o

Althobgh, in difficult cases we cannot avoid backtracking; simple
,

cases like

2
(5) JOHN AND MARY ATE ,SOUP AND LASAGNA SAND LEFT.

;6

can be p4ocessed by the program-with the help of the following

4.

heuristics. If AND is n6t specifically expected and occurs in

the senterl between twiThoun groups' which can be combined .in one

O
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semantic unit then' it is interpreted as a link between the two-

noun groups. Otherwise, if AND occurs 0 the sentence after theA
verb it is interpreted as a link between two clauses's

All examples presented so tar deal with nopn groups

describing Picture Producers. The nek example shows how Concept #4

Ptodubers are handled.

\)(6) .(Castro condemned) THE EXECUTION'OF THOUSANDS OF COMMUNISTS

IN INDONESIA.

THE EXECUTION refers'to the script $EXECUTION. This' script has

among its roles the VICTIM of the execution. Among 'the'

expectations associated with the script there is one which.

expects the 'victim to be a person (or .a - group 'of people)

introduced by the preposition OF. Hearing . the word EXECUTION

sets up an expectation for the word OF (someone). THOUSANDAF

is another unit which creates a group whose members follow.. This

expectation is'satisfied by COMMUNISTS. When IN INDONESIA comes
,it is not expected by anybody. Hence, the riot' group collection

is suspended and THE EXECUTION which is now transformed into:.

t$EXECUTION VICTIM (#GROUP MEMBER (IPERSON

. OCCUPATION (COMMUNIST)

COMPNUM :ORDER VAL (1000]

is plated in the MOBJECT slpt.Of MTRANS for "condemned". :After

this, IN INDONESIA 'is collected:

-..(LOC VAL (AINSIDE*TARTOF (*INDONESIA)) )

24
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Now the 'processor must. decide whether Indonesia. wqs the place
where the execution oCcured or where' itlgas condemned by CaStro.

,

In the absence of Other expectations, the program 'picks the first
. .s.

alternative.

To conclude this section, I would' like to discuss the,

treatment of words unknown to the p`rog ram. .. People '`have a Limited
. .

10-. .
- ability to interpret such words atom stator, 1tcon'tex, r, ,, -4ea,

N,. \
to_ ,

. .
, . *

-', ...\ ignore them. We-tried to put some of this kind of ,,,inell.igetrce ) "AI.
....) e ..

.
,.

in our programs . The problem l -has two aspects.. First, we haVe to'
(__f_i:gure. oat what role the unki-LOwn wcird.('or words,) might play in

the.sentenCe and then interrogate .the context to find out what

meaning this .word migdhave.. The bordeHtine- between these two
.tasks is very vague. As of now, most of the first part' is

handled by NGP and most of the second part:by Rick Granger's
program called ,FOUL -UP (Granger 1977). The following examplgs

illustrate hci the NGP part Works.

(7) JOHN AXE A FOO FISH.
I

F00 is interpreted as an unknown modifier and ignored.'
z '

(8) JOHN ATE A SLUE FOO.

The output of NGP-

p. (#BOGUS COLOR (BLUE) LEXVAL (F00) ,REF (IDEF) )

is handed to FOUL-UP for furtier investitation.4,-,

/

'> (9). DR *F00 BAZ ATE A BLUE FISH.
9:

,

.
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FOOBAZ are interpreted as the *first and the last names of a
i,

person who,se occupatiO is DOCTOR.

(1.0) FOO'S FISH WAS BAD.

. .71
,

.....--

FOO 1S interpreted' as the last name unl '19). and (10) octurred

0

-.in the same story, in whichtease FOO would have already been_. . .
,re defined as a first name. 1 t ir

I

.

1-1.1) JOHN WAS TAKEN TO THE HOSPITAt BY FOO AMBULANCE. .'
6........, . - \

)

Pc . , . .FOO ,is interpreted' to be a name, of an ambUliance ccmpany, since0 . ---. ,.. p

e i

AMBULANCE has a BACKWARD expectation 'looking f ,Or ,a. ccinpany, name. ,
. . .,,

, , . -
._

- (12) 59,3 FOO BAZ ,AVENUE \i
...4- . .. ,

FOO BAZ it interpreted' as the halite, of an avenue

. t5. Memory-and Language processing
t

-

,. , .. -

,-In this section we would like.: to.' discuss some general 1

, , - ...,
. problems pf mertiory ,and understanding as related to one very.

, ..

. ,piactical task. -Originai.ly the idea-to .write a noun .group parser
.

,appeared in cOnneation with` -our preliminary 'work ',on the" WEIS
. . . / 4project. As mentioned in the introductiOnt WM' i a system..1.

_ . . .
detigned 'to understand Ansi classify isolated newSpaper head lines ..

, g

on international. .relatidris. The Classifications. of . headIines
. ;),.----01

about international interactions are triples: Aer0R,(4t.intry,)'.1,
3 .

.
- ,

,
,ACTION (one of 20 selected international interactions) ,. and,- -. . . 4 ;_

TARGET ( country),,. The list of 50 headlines that our ,SyStem can ..,
6 6.

'"

26
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handle (as of March .1, 1977) is given in Appendix°1:.

An earlier attempt to obtain such a classification directly

from the input t xt using the "simplest possible syntax relative,

to the- ACTOR-ACT ON-TARGET semantics" failed dramatically

(Tripods et. al. 19/4). It wa clear to us from the_beginning

that' in order to Correctly en ode a sentence one has to

A
.

understand it. Further, one cannot speak about u erstanding.:

withou.t meaning representation and memory models. Conceptual

Dependency was our natural choice for a meaning representation
4

system. As fOr the memory, we thought that a very limited' model

containing only basiC information about. ,countries, people,

\physical objects, a"1 some' organizations would be sufficient .for

the . task. This model proved to be inadequate. To daermine the

meaning of even simple sentences we -need much more 'detailed

knowledge, about current and past relations between' countries,

their:Size, polidies, and many more other features. Consider 'the _

following examples:

(1) LEBANESE OFFICIALS SEIZED 1500 RIFLES-FROMBULGARIA (*)

Were the rifles owned by Bulgaria, made in BUlgaria,or did they

came fr8m 'Bulgaria?' A reader 'who follows international ,relations

. would know that it is highly implausible that the Lebanese

4.

,(*)Some of the examples in this section might look cumbersome or
artificial, but, .in fact, all- of them are real newspaper
headlines which WEIS had td process and classify.

27
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officials would enter into direct conflict with Bulg,kia by

seizing its property. An informed reader would .also know that ,

there are armed groups in Lebanon who receive supplies frOi:\I

Communist. countries. Thus, he .would concidde that the rifles

probably came from Bulgaria and were seized from an unkriown

party. The meaning of (1) can be expressed in CD using script
. ar

notation, as follows:

(ACTOR ( #6R -ORG MEMBER

(#PERSON PARTOF

(#ORGANIZATION TYPE (GOVERNMENT)

PARTOF (LEBANON))))

<=> ($SEIZE)

FROM X

'OBJECT (#GROUP MEMBER 1))

where Y is

(#PHYSOBJ TYPE .(WEAPON) COMPNUM (1500)

REL (ACTOR (SOMEONE) <=>"(ATRANS) OBJECT Y

Ste Zr

FROM (BULGARIA) TO.

If, on the other hand, the headline had been ISRAEL SEIZED RIFLES
0*

'FROM EGYPT, with the two countries engaged in a.direct conflict,

then a knowledgeable'reader would have probably Ooncluded that

the rifles were seized from Egypt. Here different

interpretations lead to different WEIS encodings with different

TARGETs for the ACTIONs.

28
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Thg difficulty in the above examples comes from the

aibiguity of the word FROM. It can be a link between, the verb

SEIZE and its indire,t object or it can link a qualifier to a

noun group. 'In- general, prepositions help us to identify the

roles of played by the words they precede, but very often they

are not sufficiept. Consider the preposition BY.in the following

sentence:

(2) USA PROTESTS INDIA'S ABANDONMENT OF NEUTRALITY BY

ESTABLISHING FULL DIPLOMATIC RELATIONS WITH NORTH VIETNAM

Even after we have established that BY introdUces the. instrument

of action (which in itself is a nontrivial task), we still do

not know which action this instrument modifies. Who established

full diplomatic relations_IA0th North Vietnam, the USA. or India?

One has td be acquainted with the 'corresponding political

situation in order to reject the first interpretation by making

the inference that.the USA was not likely to establish full

diplomatic -relations with North Vietnam, but India was and such

an act would, in fact, be a violation of neutrality from the US

viewpoint.

The preposition IR is even more troublesome:

(3) CASTRO CONDEMNED THE EXECUTION OF COMMUNISTS INS INDONESIA

'Here again an informed reader would know that Castro was not

'likely to pronounce his condemnations in Indsnesia and,. hence, we

conclude th-at it'was the execution of communists which otook place

in that country.' 'f.

7P



Another difficulty is the scope

Consider:

Page '2a

the prepositions.
I.

(4) SOUTH KOREA SMASHES 7 NORTH KOREAN ESPIONAGE RINGS INVOLVING

9 SPIES AND 14COLLABORATORS IN SEOUL, TEAGU, AND POHANa,

For some reason we merge 9 spielrand 14 coll4borAtors in a group
,

.of 23 individuals, which is split into 7 gFups that are

d'stributed in three South Korean cities. If, instead of 9 SPIES.

we had 9 COMMUNICATION SATELLIYES,!Then we would have piled only

the 14 collaborators in these cities, eeping the location of the

satellites unspe'"6ified.
4

Semantic ambiguity does not have to be related to any

particular preposition. Consider-th following example:
g

(5) CAMBODIA HOSTS USA ASSISTANT SE TARY OF -STATE FOR

BRIEFING ON THE' OUTCOME OF US#PRESD NIXON VISIT TO CHINA

Who was briefing - whom? Our ',*owledge of the international

situation at the time of Nixon'sfirst visit to*China tells us

that it was the USA who was briefilis Cambodia.

",

Evera relatively simple nounphraseL0 as RUSSIAN RADAR

INSTALLATION in

(6) ISRAEL SEIZES A RUSSIAN RADAR INSTALLATION IN EGYPT

can be a source of a mistake in encoding. Only the knowledge. of

the precise_ nature of the relations between Israel, Egypt, and

the USSR allows the reader to Conclude that the radar in question

3 0
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was made in rather than possessed by the USSR,and that the

TARGET of the Israeli ACTION was-Egypt rather th ia.

The correct understanding and classification of the above

examples requires yery detailed' knowledge /of international

relations. And these were rather simple sentences whose meaning
/

seems obvious to most people. Many real newspaper healines are
_

much More puzzling:

(7) JORDAN SAID THE ARABS FAILED THE TEST

(8) FORD TO NEW YORK: DROP DEAD

Suppose now that we have a detailed model of the political.

'world which enables us to make all necessary inferences about

international affairs. Will such a model be sufficient' for the

correct understanding of political headlines? ZtOn the surface the

answer is yes. With such a model we would be able to make 'all

the inferences we needed in Our analysis of the.examples in this
*6.

ection.. But note that n our discussion of these examples we

only listed the necessary inferences.: We said nothing aboeit how

we arrived at the neces ity to use, these particular, inferdhces.

In other words, the mem ry itself is not .enough. We need to know

how to get the parser ask the memory tIle right questions.

This paper describes in detail how such questions are treated

inside English noun groups. Most of the examples n thi$ section

go beyond the noun gr up framework. We wexe able to' handle them

ing the ad hod requests to the secondary expectationsby att

deefining instrumenta and, locative prepositions. This is not
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,alwayS a satisfactory solution, and finding a general solution to
.

\this ,problem is one of the.aeeas of our current research.
/'

6. Comparison with other Work and Conclusions

The. work presented An th' paper is a further develop ent of'

ELI. The main difference between this program and most other

--parsers, (see, for example, Winograd 1972, Woods and Kaplan .1971)

is .that -it does not separate its linguistic, knowledge from its

general world knowledge. In other programs the analysls is done

In two stages. First the input is analyze syntactically and

teen the result is infergreted,semantically.- For example, LUNAR

(Woods and Kaplan 1971) uses the Augmented Transition Network
, .

Grammar .(Woods 1970) to .generate possible syntactic'

interpretations of a given sentence and then applies its domain
.

knowledge to determine whether the interpretation is meaningful.

Thus, noun groups are parsed purely s;actically and their
f '

meaning is not established until.the whole, sentence is. parsed.

In each noun group the first_noun7is assumed to be the head noun.

If later this"turns out to be incorrect, the system m-backs up and

.tries to 'acchmulate more elements into the poiin group. For

example, the 'correct piocedsing of the phrase PRESIDENT JIMMY
4

CARTER- which contains three nouns will require LUNAR to back up

twice. This means that a great deal of unnecessary effort is

spent in:finding ,syntactically 'plausible, but meaningless parses.
o

This is especially true when one tries to relax some.,. syntactic
4

rules to allow' for. slightly incorrect sentenaes. In NGP the

parsing is done by the use of rules most appropriate in a given

32
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situation, semantic or syntactic. Thus, in the example above,

thd programs contained in- the dictionary entry for the word

PRESIDENT will immediately 'collect JIMMY CARTER. Most of the

program's linguistic knowledge is not built into 'its control

structure but stored in the-dictionaries and used as a par of

its general knowledge. This makes the program very flexible,

easily extensible, and provides for the correct .processing of

ftiingrammatical" sentences.

Another impo t difference between this program and both

Winograd's and the LUNAR system is in the representation of

meaning. The meaning of a sentencelin Winograd's system is a

program for manipulating blockS. The meaning of a sentence in

the LUNAR-4system is request for information about some

properties of the rocks from the Moon. Both these systems are-

very specialized and not easily extensible to other dawmainst Our

analyzer is 'based on, the-Conceptual Dependency representation'

systeM which is not limited to any ptrticulir domain. The same

program can handle a,wide variety of 'topic's, from ,car accident
wt

reports,to state visits to Chind.

,'

The results presented in this paper show that both

/ linguistic! and world knowledge are required for correct and

' efficient handling of noun groups. The program demonstrates the

pOssibility and the advantages of the simultaneous application _of

both kinds' of knowledge, without separating the process of

understandi into sArntactic and semantic stages. The program

provides an intuitively plausible model for a hieraLchically
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organized, expectation based control mechanism for analyzing noun

groups.

t
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A

1. LAO FORCES ABANDON BAN-NHIL TO NORTH VIETNAM.

2. USA NAVY TASK FORCE WHICH HAS BEEN ON PATROL DUTY -IN THE
-INDIAN OCEAN FOR-A MONTH LEAVES 'HE AREA.

3.--CUB-A GRANTS ASYLUM TO A USAMARINE.

4.. FRANCE SELLS 50 MIRAGE JET PLANES TO L'IBYtio

5. USA APPOLLO 12 ASTRONAUTS VISIT INDONESIA.

6. ISRAELI TASK FORCE SEIZES UAR RADAR INSTALLATION ON 'SHADWAN.

7. LEBANESE OFFICIALS SEIZED 1,500 RIFLES FROM BULGARIA.

8. GUINEA EXPELS 1 SPANISH CITIZEN.

9. AUSTRIA EXPELLED 4 CHINESE IN A CONTROVERSY OVER THEIR STATUS
AND ACTIVITIES.,

10. CASTRO CONDEMNED THE EXECUTION OF THOUSANDS OFk'COMMUNISTS IIN
INDONESIA. .

11. SUKARNO EXPLAINED THE-EXPULSION OF THE'USA NEWSMEK,

_/
12. JOrDAN SAID ARABS FAILED THE' TEST.

;

13. ALGERIA PROTESTED TO SPAIN THE DETENTION OF !AN
DIPLOMAT, IN CONNECTION WITH MURDER OF AN OPPOSITION

14. USA CONCEDE. THAT USA AIR UNITS MIGHT HAVE HIT A
V1NAAGE.

ALGERIAN
LEADER.

CAMBODIAN

15. PRIME MINISTER WILSON SENT A NOTE CONCERNING T,HE VIETNAM WAR
10 PREMIER KOSYGIN.

16. VATICAN PRAISED UNITED KINGDOM EFFORTS TOWARD PEACE IN
VIETNAM.'

'17.-PRfgDENT JOHNSON SENT' CONGRATULATORY' MESSAGE TO /PRIME '04W
.MINISTER,INDIRA GANDHI.

18. THAILAND SAYS IT WILL SOON SEND 1000 TROOPS TO' VIETNAM.

t9. u4 PRESIDENT PROMISED ISRAELI PRIME. MINISTER HE
CONSIDERAT,ION,.TO ISRAELI REQUESTS FOR ARMS.4

20: SPAIN GIVES BACK TERRITORY

21. SPAIN GIVES POSSESSIONS OF

OF IFNI TO MOROCCO.

HISTORIAN GARCILASO TO PERU.

WOULD GIVE

3.7
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22. UAR FORCES ARE BOLSTERED BY KUWAIT.

23. US PREsiNT ANNOUNCED THAT AUSTRIAN CHANCELLOR ACCEPTED US
INVITATION TO VISIT THE USA.

24. USA GENERAL SAYS NORTH VIETNAM HAS UPHELD THE BOMBING
AGREEMENT.,

25. SPAIN AND RUMANIA SIGNED AGREEMENT ESTABLISHING.FULL CONSVLAR
,AND COMMERCIAL RELATIONS.

26. KENIA SIGNS INTERNATIONAL COFFEE AGREEMENT OF 1962;

27. USA, UNITED KINGDOM, NETHERLAND, NORWAY(ASSIGNED WARSHIPS TO
NEW PERMANENT FORCE OF NATO.

2a. FUNERAL OF INDIA'S SHASTRI. ATTENDED BY USSR pSYGIN, USA
HUMPHREY, UNITED KINGDOM'S BROWN, AFGANISTAN'S MAIMANDA,'
PAKISTAN'S FARUQUE, AND REPRESENTATIVE OF U THANT.

CAMBODIA HOSTS USA ASSISTANT SECRETARY OF STATE GREEN FOR A
BRIEFING ON THE OUTCOME OF US PRESIDENT NIXON VISIT TO CHINA.

0^

..30. SOUTH VIETNAMESE FOREIGN MINKT031 TRAM' VAN LAM SAYS THE SOUTH
VIETNAMESE GOVERNMENT AP S THE FINAL USA = CHINA
COMMUNIQUE AND FEELS IT UPHOLDS THE USA COMMITMENTSTO SOUTH
MSETNAM.
1

31. US AS ANT SECRETARY. FOR EAST ASIAN AFFAIRS MARSHALL GREEN
REAFF 'USA DEFENSEiCOMMITMENT TO TAIWAN AND SAYS THE USA
WILL C NTINUE .DIPLOMATIC RELATIONS WITH THE TAIWANESE
GOVERN NT. .

32. NORTH VIETNAM TO ESTABLISH' FULL DIPLOMATIC RELATIONS WITH
SWEDEN.

33. USA PROTESTS INDIA'S ABANDONMENT OF NEUTRALITY BY
ESTABLIS ING FULL DIPLOMATIC. RELATIONS WITH NORTH VIETNAM.

34. TAIWA AND UN SIGNED AGREEMENT TO BUILD TYPHOON' AND FLOOD
WARN 'G SYSTEM.

15. CHINA EXPELLED ITALIAN MISSION BECAUSE TRIP BLESSED BY POPE.

36. WEST GERMANY CAUG1T 5 SOVIET. CITIZENS SPYING ON NEST GERMANY.

38. SYRIA AND ISRAEL EXCHANGE FIRE.

39. NORTH VIETNAM ASKED THE USSR AND CHINA TO CONTINUE AID TO HIS
COUNTRY.

40. THAI MILITARY SOURCES ACCUSED CAMBODIA OF FIRING ON THAI
TERRITORY.

41. WEiT GERMANY REJECTS USSR CRITICISM OF NATO MANEUVERS.
ti
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42. CZECHOSLOVAKIA
CZECHOSLOVAKIA.
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REFUSES TO LET USA STJJDENTS ENTER

43. USSR CANCELS INDONESIAN FOREIGN MINISTER VISIT TO MOSCOW.

44. 'USA PRESIDENT SIGNED EXECUTIVE ORDER TO CUT OFF TRADE WITH.
RHODESIA. N

45. SOUTH KOREA SMASHES 7 NORTH KOREAN ESPIONAGE ,RINGS INvoLviNp
9 SPIES AND 14 COLLABORATORS IN SEOUL, TAEGU, AND THE.EASTERN
PORT QF POHANG.

464 HONDURAS SAID IT HAD'EXPELLED SOME SAWADORIANS FOR ILLEGAL
IMMIGRATION. ,

47.'CHINA-1EMONSTRATES IN PEKINGIAT USSR, EMBASSY.

48. USSR MILITARY UNITS PARTICIPATE IN MONGOLIAN PARADE.

49. NIGERIA. TAKES BIAFRAN PROVISIONAL CAPITAL OF OWERRI.

50., LEBANESE TOWNSPEOPLE SET FIRE TO ARAB COMMANDO OFFICE.

I
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